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Background
Section

• Streaming devices that need multi-round interactions
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LLM for Infinite-length inputs 
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• Don't have extensive memory 

• Can't generalize to longer texts than the context length

Challenges
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Related Work
Section
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• Dense Attention: cache the Key and Value states of all previous tokens

• Window Attention: caches the most recent L tokens’ KV

• Sliding Window Attention: rebuilds the KV states from the L recent 

tokens for each new token
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• The lower the perplexity, the better the model is at guessing what is next

• Perplexity spikes when the text length surpasses the cache size

Point of Perplexity Surge
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Attention Sinks
Section
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• Initial tokens receive high attention scores.

• Softmax normalizes attention scores to sum to 1.



StreamingLLM
Section
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• Goal: Handle indefinite outputs without fine-tuning models

• Method: attention sinks + rolling KV cache
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StreamingLLM
Section
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• Goal: Handle indefinite outputs without fine-tuning models

• Method: attention sinks + rolling KV cache
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Experiments
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How many attention sinks do we need? 
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How many attention sinks do we need? 
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• Position or Semantics

Which is more important? 
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• Position or Semantics

Which is more important? 
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Will attention sinks affect the model training?
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Will attention sinks affect the model training?
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Efficiency
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• Application:

o Continuous Summaries: Provide a running summary of recent paragraphs or sections

o Continuous conversational agents: Customer Support or Virtual Assistants

• Strengths: 

o Handle long/infinite sequence without fine-tuning

o Comprehensive experimental investigations on different large language models

o Easy to implement https://github.com/tomaarsen/attention_sinks

Thought
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https://github.com/tomaarsen/attention_sinks
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• Weaknesses:

o Based on empirical observation

o Only autoregressive, decoder-only LMs, ex: GPT, Llama

• Future Direction:

o Integrate with context-extension methods

o Extend the work to different model architectures

Thought (Cont'd)
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